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SUMMARY

[ Technical Problem

Network Analysis Corporation’s contract with the Advanced Research Projects Agency has
the following objectives:

®  To study the properties of packet switched computer communication networks
for local, regional and large scale communications.
®  To develop techniques for the analysis and design of large scale n2tworks.
®  To determine the cost/throughput/reliability characteristics of large packet-
switched networks for application to Defense Department computer communi-
4 cation requirements.
a

To apply recent computer advances, such as interactive display devices and dis-
tributed computing, to the analysis and design of large scale networks.

General Methodology

2 The approach to the solution of these problems has been the simultaneous

®  Study of fundamental network analysis and design issues.

®  Development of efficient algorithms for large scale network analysis and design.

& Development of an interactive distributed display and computational system to
deal with large-scale problems.

a

Application of the new analysis and design tools to study cost and performance
tradeoffs for large systems.

Efforts have concentrated on the following areas:

g
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s Packet Radio System Network Studies.
: s Packet Radio System Network Algorithms and Controls.

L] Local and Regional Data Network Performance and Cost Comparisons

s Support Facility Development.

i
|
f e Integrated Large Scale Packet Switched Network Cost and Performance.
|
| Technical Results

This document summarizes principal results obtained over the entire contract period with
primary emphasis on the system issues and iradeoffs identified and examined. Algorithms,
models, and design tools are discussed in prior semiannual reports. Accomplishments
include:

. Base perfermance characteristics of a single station, fixed repeater location
i Packet Radio System were cstablished.

3 s The effects on performance of z number of fundamental hardware design deci-
sions including use of multiple or single detectors at repeaters and stations,
tradeoffs between range, power and interference, single or dual rate repeaters,
common versus split channel operation, anu the use of omni versus directional
antennas were evaluated.

s System delay, throughput and blocking under various routing alternatives, ac-
knowledgement schemes, and repeater network organization were quantified.

. It was demonstrated that the Packet Radio System: using unoptimized operating
parameters ard algorithms, can provide reliable and efficient transportation of
packets.

s Efficient routing algorithms were developed, simulated and tested, and based on
these tests, recommended for implementation.

a  Single station, multirepeater initialization, network mapping, and transmission
algorithms were developed.

. Hop-by-hop and end-to-end acknowledgement schemes were developed, simu-
lated and tested.

e  Simple terminal search and local terminal control algorithms were developed and
simulated.
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® A repeater location optimization algorithm was developed, programmed, and
tested.

®  Low cost terminal access via hardwire multiplexing at TIPs was demonstrated.

®  The cost-effectiveness of multipoint lines for connecting low and medium speed
terminals into ARPANET was shown. The use of software demultiplexing as a

means of increasing the terminal handling capacity of a TIP by a factor of 10
was proven.

®  The theoretical efficiency of incorporating broadcast packet radio techniques on
a wideband coaxia! cable local distribution network servicing a large terminal
population was shown.

®  Basic analysis and design algorithms for optimization of terminal processor loca-
tion, topological optimization, throughput and delay analysis, and reliability
analysis were completed.

®  The cost-effectiveness of using satellites to increasc ARPANET capacity was
proven.

®  The feasibility of a 1,000 IMP packet switched network using terrestrial was
demonstrated.

®  The cost-effectiveness of packet switching within an environment containing
several thousand terminals was shown

Department of Defense Implications

The Department of Defense has vital need for highly reliable and economical communica-
tions. The results developed prove that packet switching can be used for massive DOD
data communications problems. A major portion of the cost of implementing this tech-
nology will occur in providing local access to the networks. Hence, the development of
local and regional communication techniques must be given high priority. The results on
packet radio demonstrate that this technique can provide rapidly deployable, reliable and
cfficient local access networks. In addition, the initial results on the use of domestic satel-

lites indicates that substantial savings can be achieved by their use in large scale DOD data
communications.

Implications for Further Research
Further research must continue to refine tools to the study of large network problerns.

These tools must be used to investigate tradeoffs between terminal and computer density,
traffic variations, the effects of improved local access schemes, the use of domestic
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satellites in broadcast mode for backbone networks, and the effect of link and computer
hardware variations in reliability on overall network performance. The potential of these
networks to the DOD establishes a high priority for these studies.
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Chapter 1
SUMMARY OF ACCOMPLISHMENTS

1.1 Introduction

Defense Department communications and computational requirements are global in scope
and immensely comnlex. Communication problems range from the local collection and
distribution of information between the components of a single unit in a small geographic
area to the glebal transportation of strategic intelligence and command and control data.
Defense Department network problems have become so complex that the unaided human
cannot comprehend, let alone solve them effectively. The importance of these problems
makes it imperative that effective analysis, design aids and new methods of communica-
tion be developed to meet the DOD'’s rapidly evolving requirements.

Network Analvsis Corporation’s (NAC) activities under the current contract have dealt
with problems in local, regional, and large scale data communications, network analysis,
design, cost, performance, and the application of computer techniques to support the an-
alysis and design activities. NAC's efforts can be categorized into the following major
areas:

s Packet Radio System Network Studies

s  Packet Radio System Network Algorithms and Controls

s Local and Regional Data Network Performance and Cost Comparisons

s Integrated Large Scale Packet Switched Network Cost and Performance

s  Support Facility Development

Results accomplished during the contract period in the above areas are summarized in the
following paragraphs.

1.2 Packet Radio System Network Studies
Efforts during the past contract year were aimed at establishing base performance charac-

teristics of a single station, fixed repeater location Packet Radio System and to evaluate
the effects on performance of a number of fundamental hardware design decisions.

1.1



Network Analysis Corporation

Analytic and simulation studics of throughput and delay werc conducted to enable various
design decisions including: use of multiple or single detectors at repeaters and stations;
evaluation of tradeoffs between range, power and interference; incorporation of single or
dual data rate repeaters; common ver<us split channel operation; and the use of directional
versus non-directional antennas. In addition, numerous studies were performed to quantify
system delay, throughput and blocking under various routing alternatives, acknowledgement
schemes, repeater network organization and to insure that gross system performance using
unoptimized operating parameters and algorithms was within a level that would justify fur-
ther design efforts.

1.3 Packet Radio System Network Algorithms and Control

During the last project year, the main effort has been towards developing workable net-
work algorithms, to insure order of magnitude performance and design robustness for a
single station, multiple repeater, muitiple terminal network. Preliminary designs of eleven
routing algorithms were evaluated using combinatorial analysis. Three were selected for
detailed design; two of these were simulated and tested, and based on these tests,
recommended for implementation. Single station, multirepeater initialization, network
mapping, and transmission algorithms were developed, but have not yet been simulated or
tested. Hop-by-hop and end-to-end acknowledgement schemes were developed, simulated
and tested. Simple terminal search and local terminal control algorithms were developed
and simulated. In addition, a repeater location optimization algorithm was developed, pro-
grammed, and tested. The above family of algorithms provided a basis for demonstrating
the reliable transmission of packets within the Packet Radio System, but further work is
required to improve efficiency, to handle multiple stations, and to increase the number of
types of terminals that can be handled by the system.

1.4 Local and Regional Data Network Perfermance and Cost Comparisons

During the previous contract years, a variety of tools have been developed to allow eco-
nomical cost-performance tradeoff studies. Studies performed include: the practical demon-
stration that low cost terminal access can be achieved by hardware multiplexing at TIPs;

the proof of the cost-effectiveness of multipoint lines for connecting low and medium speed
terminals into ARPANET; the demonstration of the use of software demultiplexing as a
means of increasing the terminal handling capacity of a TIP by a factor of 10; and the
theoretical calculation of capacity, error rates and delay for a system incorporating broad-
cast packet radio techniques on a wideband coaxial cable local distribution network serv-
icing a large suburban population.

1.5 Integrated Large Scale Packet-Switched Network Cost and Performance
During the contract period, the groundwork was laid to complete the study of cost and

performance tradeoffs in large scale packet-switched networks. Basic analysis and design
algorithms for optimization of terminal processor location, topologicai optimization,

1.2
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throughput and delay analysis, and reliability analysis have all been completed. These pro-
grams presently operate in stand alone mode and must be integrated in order to complete
the large network studies. In addition, a number of cost performance studies have also
been completed. These include studies of the impact of satellites on a 40 node ARPANET
the establishment of the feasibility of a 1,000 IMP packet switched network using terres-
trial links, and studies of the cost-effectiveness of packet switching within an environment
containing several thousand terminals. These studies are expected to lead to methods for
handling large numbers of terminals and processors and various packet access methods im-
plemenited withir different hierarchy levels of a large integrated C3 network.

1.6 Support Facility Development

During the past year, a basic packet radio simulator was developed. The simulator handles
a single station, up to 48 repeaters and several hundred terminals of the same type. Im-
bedded in the simulator are models of the repeater, station, and terminals, two routing
algorithms, non-persistent carrier s2nse and unslotted ALOHA random access schemes, zero
Lapture receivers, single and dual data rate channels, omnidirectional antennas, and an in-
teractive terminal to station protocol. All device actions required to initiate, relay, and re-
ceive a packet are simulated in the same sequence of events that would occur in the actual
packet radio systeni. Last year's experience showed that for systems like packet radio, in-
teractive, graphical display can greatly reduce the time required to carry out certain forms
of system studies such as repeater data rate, power, and operating parameter variations.
During the contract period, the first phase of a graphical display system, specifically de-
signed for handling network problems, was developed. In addition, several stand alone an-
alysis and design algorithms and programs have been developed, including a repeater loca-
tion algorithm and a basic network editor to serve as a front end to the network analysis
and design programs. These have not yet been incorporated into the simulator.

The role of the packet radio simulator has been to quantify the network impact

of basic device design decisions and to quantitatively demonstrate that the basic packet
radio design provided technically effective and reliable packet transmission. The simulator
was developed with a general data structure to allow capability for extension, but was used
during the past year to deal only with a single station, multirepeater configuration. An im-
portant area of work for this year will be to extend the simulator to incorporate up to ten
stations,

1.7 Emphasis of This Report

In this report, we summarize the principal results obtained during the contract period. Pri-
mary emphasis in this document is placed on the system issues and tradeoffs identified

and examined, rather than on the specific algorithms and models developed to evaluate
them. Algorithms, models, and computer aided design tools have been extensively described
in NAC's Semiannual Reports 1-3 to ARPA.

1.3
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Chapter 2
MODES FOR DIGITAL NETWORKING

The late 60’s and the 70's have seen the proposal and development of an incredible array
of digital services. The field is, of course, still dominated by the giants of the common
carriers, AT&T and Western Union.

2.1 Common Carriers

AT&T offers a wide array of digital services, many with a long history of development and

usage—others in the proposal stage. A short list is given to indicate the types of bandwidths
and tariff structures available |34].

®  Series 8000 offers up to 48 Kbps for data transmission. The total cost is deter-
mined by mileage and service terminal costs.

=  Series 5000 (Telpak) type 5700 accommodates a 240 Kbps data rate, type 5800
accommodates a 1000 Kbps data rate. For data transmission, the total band-
width can be divided into subchannels of the desired bandwidths. The charge
consists of a mileage charge and a service terminal charge.

= High-Low (HiLo) density tariff was recently approved by the FCC. Approxi-
mately 370 locations are defined to be high density traffic points; the remaining
are low density traffic points. For a half-duplex channel, the following interex-
change mileage rates apply:

High point-high point: .85 $/Mile  Mo.
High point-low point or low

point-low point: 2.50 $/Mile  Mo.
Short haul (25 miles): 3.00 $/Mile  Mo.

Monthly channel terminal charges are $35 for High and $15 for Low; station terminal
charges are $25 for both High and Low.

A low to low connection can be implemented either directly (in which case the low to low
direct distance tariff applies) or through two intermediate high density points (in which
case different tariffs apply to different segments).

2.1
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= Digital Data Services (DDS). This is a proposed new data service based on the
T1 digital carrier. DDS will initially interconnect 24 inajor cities and will be
progressively extended to the 370 high density traffic cities. FCC approval has
been granted for Boston, New York, Philadelphia, Washington, D.C., and Chicago.
Cost is based on mileage and service terminal charges which depend on the band-
width of 2.4, 4.8, 9.6, or 56 Kbps. The T1 carrier will handle up to 1.544 Mbps.
The T2 system will operate at four times that rate and the TS now in the experi-
mental stage, will handle 564 Mpbs on coaxial cable or waveguide,

®  Picturephone, although not intended for digital services, does have a bandwidth

of 6.312 Mbps and could be a vehicle for the transmission and visual display of
data.

Western Union [6] is introducing a hierarchy of time division multiplexing which can either
operate over digital radio paths or use modems over analog radio systems. The 1.544 Mbps
and 6.3 Mbps channels are designed to he compatible with Bell System T1 and T2 lines
respectively. Similarly, the 2.4, 4.8, 9.6, and 56 Kbps speeds are designed to be compatible
with anticipated telephone company offerings. Electronic data switches have and are being
installed to form a common switching plant for Telex, TWX, and DATA Switching.

2.2 Specialized Common Carriers

A development of crucial interest to the computer industry is the growth of a new class of

common carriers-~the Specialized Common Carrier. Only a few are listed here. More are
appraised by Gaines [25].

Microwave Communications, Inc. (MCI) was a pioneer among the specialized carriers, fil-
ing its first common carrier application in 1963. Channel bandwidths of 1,000 Kbps are
available and will include 81 cities on both coasts as well as the initia! configuration of

- Chicago, St. Louis, Cleveland, Detroit, Toledo, South Bend, and Pittsburgh. MCI will offer
multi-address distribution capability and store-and-forward capability. The total line charge
is the sum of the intercity mileage charge, a system access charge, and a channel tsrmina-
tion charge, all depending upon bandwidth required.

Data Transmission Company (DATRAN) has innovated in the concept of nationwide digi-
tal transmission since 1968 [59]. In April, 1973, the company began construction of its
network. The network will offer digital communications between 35 major cities. Users
within 50 miles of each such city can be connected to the network by DATRAN facilities.
Services will be provided from 2.4 Kbps through 1.344 Mbps. Circuit switching will be

used with connection times of less than .5 seconds. Network rates will be similar to DDS
. in structure.

A number of regional common carriers originally constructed for video transmission are
entering the picture as possible components of nationwide digital networks. As one example
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among several, Western Teie-Communications, Inc. (WTCI) began as a video microwave car-
rier carrying signals for CATV systems owned by its parent company, Tele-Communications,
Inc. in the Western half of the U.S. It is one of the largest nun-telephone microwave com-
mon carriers in the country, with over 13,000 route miles of microwave links in service.
WTCI plans to convert some of its bandwidth to digital links with data circuits up to

1.544 Mbps operated on a store-and-forward basis.

2.3 Value Added Networks (VAN's)

Value added networks are communication service companies which lease transmission fa-
cilities from common carriers or specialized carriers and resell communication services riot
available from the original carrier. One of the services to be offered is packet communica-
tion with service comparable to that in the ARPANET. FCC approval has been granted to
Graphnet, Packet Communications, Inc. and Telenet. The introduction of VAN's services
may be quite rapid since they do not undertake the construction of transmission lines.
Tariffs have not been determined yet, but at least for packet switching networks, the rates
will be independent of distance and proportional to traffic volume.

2.4 Sateliite Communications

A number of companies have applied for FCC approval to sell commercial satellite services
including Amersat, CML, and WU. Some are launching their own satellites. On April 13,
1974, Western Union’s Westar 1 became the first U.S. domestic communications satellite
launched into orbit. Competing will be systems operated by GTE, RCA, and ATT. Their
ground stations and planned operations are part of the layman’s day to day information

as in the map of planned ground stations from the April 15, 1974, edition of the New York
Times (see Figure 2.1).

Others are leasing channels on existing satellites. For example, American Satellite Corpor-
ation, formed in 1972 as a joint venture of Fajrchild Industries and Western Union Inicr-
national has leased three transponder channels on Telesat-Canada's ANIK-2 satellite with

plans for earth station locations in New York, Los Angeles, Chicago, and Dal'as at data
rates up to 60 Mbps.

Two general characteristics of satellite rates are insensitivity to distance with a strong vol-
ume discount for use of satellite bandwidth.
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Chapter 3
NETWORK CONFIGURATION

The abundance and variety of services provided by the common carriers and specialized
common carriers could mean low cost daia transmission involving novel interconnection of
facilities to match a broad range of user requirements, or it could mean failing networks
and poorly spent dollars.

Let us first say that the main danger is not among the more classical problems of inter-
connecting facilities. There are, of course, challenging problems in interfxcing terminal
equipment from a range of manufacturers with a rascade of networking services. Hardware
and software design for interfaces is required to isstire proper synchronization, compatible
message structure, electrical matching, and a host of other functions. These are important
but, within the context of offered services, predictably solvable problems. The problem of
servicing and maintaining a multilinked network with multiple owners is often a frustrating
one with each vendor blaming a system outage on the others. But, this is also a solvable
management problem.

The potential for difficulties is the complexity of configuring the best network to meet re-
quirements and in designing the best method to locally access the network. |f these tasks
are improperly handled, the resulting networks may be more expensive than conventional
approaches. Also, they might fail! Time delays in an interactive system might be so long
that a programmer at a keyboard loses patience and abandons the system; times for bulk
file transfers may become so long that the user opts for air express instead; users may re-
ceive so many busy signals that they lose business.

In both the national network and the local network, the user must consider tt... full gamut
of constraints including throughput, delay [17, 12], reliability [14, 54, 37], and cost,
among many others. These may affect not only network configuration, but also selection
of mode of transmission and of the carrier.

For example, one of the properties of the ARPANET, and therefore, presumably of VAN’s
networks, is a high degree of reliability because of alternate routing and retransmission of
lost packets. The varying requirements and performance profiles of different transmission
schemes will dictate the use of sophisticated analysis and design aides. The characteristics
of these aids are described below. The primary technical problem is the selection and con-
figuration of the facilities to meet requirements, and to achieve savings. It is, at present,
not feasible to develop a computer program which will optimize based on all commercial
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offerings. Nevertheless, it is clear to anyone who has tried to optimize even a simple prob-
lem involving only Telpak rate structures that network design must be computerized. Of
necessity, the design programs must be characterized by an extreme degree of flexibility.

a.  Programs must be modularized. Subnetwork designs, characterized by geographic
locations, functions or traffic must correspond to modules of the program so
that changes in tariffs and grade of service require only localized program modi-
fications. Furthermore, new design methods can be achieved with rearrangement
of modules.

b.  Network design programs must be parametric. The designer must be able to
evaluate requirements based on performance and cost. Traffic, delay, and through-
put requirements can never be specified precisely a priori, but must be selected on
the basis of tradeoffs of cost versus performance.

c.  Programs must be capable of performance evaluation. From traffic statistics and
measurements, the manager must be able to dete;mine when a network must be
upgraded.

3 d. Design programs must be interactive. It has been a common experience in many
areas of operations research, combinatorics, and large scale network analysis and
decign that the human is an important element in the design loop.

e.  Computational efficiency must be given paramount consideration. An improperly
structured data base, a failure to consider sparsity, or an inefficient combinatorial sub-
routine can cause serious degradation in network performance and cost design,

Let us consider item a, modularized programs, as an example. In Semiannual Report No. 2, )
we gave a classification of general cost structures which includes most commercial tariffs and
enables the development of efficient modules for each structure.

= Distance Dependent (DID) structures. The cost per channel between two points
is a function only of the distance between the points; it is independent of the
specific locations of the points or the bandwidth. Examples of DID structures
are the AT&T type 8000 tariff and the Hi Lo density tariff, where both points
are high density points.

L] Location Dependent (LOD) structures. The cost per channel between two points
depends on the location of the points, but not on the bandwidth. A typical ex-
ample is the Hi-Lo density tariff if at least one point is a low density point. An- 3
other example is VAN’s for non-network points. j

= Volume Discount (VOD) structures. The cost of leasing additional bandwidth
between two points decreases with the number of channels already leased. The
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cost also depends on the distance between the points, but not on their locations.

Examples are the Telpak tariffs (see Figure 3.1), the DDS tariff for network
points, the specialized carriers, satellite companies, and VAN networks. The
case in which the line cost depends on terminal locations as well can often be
reduced to the study of two separate LOD and VOD problems.

‘ COST

BANDWIDTH CAPACITY

Figure 3.1: Telpak-Like Tariff

Each of the tariff structures is amenable to a different set of analytical and heuristic
methods. For example, under VOD structures, network design tends to route traffic on
links that provide the best economies of scale. Generally, cost structures with strong econ-
omies of scale lead to sparsely connected or tree topologies while structures with weak
economies of scale lead to highly connected topologies. The network aigorithms for VOD
problems generally compute shortest routes according to appropriate link costs which vary
with each iteration [59, 19, 13]. The specific algorithms and their efficiency depend upon
the specific cost capacity function of the links [15]. Link functions which are neither con-
vex nor concave and have large capacity jumps such as the Telpak-like tariff bel..w, require
very complex combinations of analytic and heuristic methods [47]. On the oth:r hand,

continuous concave cost-capacity functions can be handled exactly using mathem.:‘ical pro-
gramming techniques [13].

To illustrate how these modules are combined to solve a problem, we consider the design
of a national network consisting of a terrestrial VAN and satellite links with private ground
stations. Given the traffic requirements and tariffs, we wish to accommodate the traffic
requirements with a specified grade of service at minimum cost. The network shows a
strong economy of scale due to volume discount for satellite bandwidth and the high cost
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of ground stations. But, there is a complex tradeoff between terrestrial line cost, satellite
bandwidth cost, and ground station cost.

A possible procedure for this problem begins with picking the number and location of
ground stations (these may be varied for different designs). To connect non-network points
to the VAN's terrestrial network we assign an LOD cost structure. We then satisfy node
pair requirements along minimum cost routes relative to the LOD structure. From this as-
signment we determine national network requirements. Using 2 VOD structure, we then
design the national network using the link costs for terrestrial and satellite links. Subopti-
mization of the terrestrial network is possible here. Once the nationwide network is ob-
tained, the LOD cost structure is recomputed based on marginal costs and the procedure

is iterated.

To solve such networks problems, which are quite large, will require special techniques that
have not yet been developed. In the following chapters, we describe various network prob-
lems, ranging from cost and performance of large distributed networks to the control of
traffic in a local broadcast packet network. The goal of the discussion will be to indicate
the status of each research area and the open issues.
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Chapter 4
LARGE SCALE DISTRIBUTED NETWORKS

4.1 Introduction

Performance of a distributed computer communication network is usually characterized by
the parameters of cost, throughput, response time, and reliability. Analysis and design of
large scale networks requires techniques substantially different from the ones used for
smaller networks. Similarly, implementation in the actual network, of procedures such as
routing and flow control are significantly impacted by network growth, and impiementa-

tions suitable for a 50 node network may be totally inappropriate for a 500 node network
required to perform the same functions.

b B s

e e Do) =

Network desisn must be concerned with the

properties of both the node’s and the network’s
topological structure.

The outstanding design problem for large distributed net
and topological structures. This specification must make full use of a wide variety of cir-
cuit options. Preliminary studies indicate that, initially, the most fruitful approaches will
be based on the partitioning of the network into regions or, equivalently, constructing a

large network by connecting a number of regional networks. In addition to reducing the

computational complexity of the topological design problem, nodes may be clustered into
regions for numerous reasons, such as:

works is to specify their routing

®  To partition status information for use in routing, flow control, and other deci- ]
sion processes within the operating network
®  To determine regions of low-, medium-, and high-speed lines in hierarchical g
structures f
a

To find concentrator-multiplexer locations

To send a message in a distributed network constructe
regional networks, a node might specify
node in that region. No detailed im
fied, but an early study of their pro
delay, and reliability are similar to t
technology is used [10].

d by connecting together a set of
both the destination region and the destination
plementation of a large network has yet been speci-
perties indicated that factors such as cost, throughput,
hose of the present ARPA Network, if the ARPA
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One of the first questions that arises in the decomposition problem is how large to make

the regions and how many regions to create. In a multilooped network, each loop would

define a region. Once the number of regions has been determined, nodes must be assigned

to each and interface nodes selected. This problem is extremely difficult, and little is pres-
: ently known about this ‘‘clustering”’ problem.

Before any substantial progress can be made in applying existing clustering techniques to
large computer networks, an appropriate “‘distance” or “nearness’”’ measure must be selected,
probably on the basis of intuition and experiment.

ST g A

For the design of large computer networks, clustering requires the assignment of distance
measures to take into account cost, capacity, traffic, delay, reliability, and routing. Al-
most no general theoretical results are presently known for this p:nblem.

In this section, we report the results of a sequence of experimenta! network designs aimed
at investigating the economic and performance tradeoffs of distributed computer communi-
cation networks as a function of size. Three sequences of designs were performed: 20-100
nodes, 200 nodes and 1000 nodes. The first series of networks were thoroughly optimized
using the optimization techniques discussed [11]. The 200 node networks were partially
optimized (within the limitations of a small finite computer time budget), while the 1000
node network designs represent workable network designs whose structure was chosen for
both buildability and mathematical tractability.

4.2 The Network Model

The network model chosen for the study was the ARPANET [18]. This system, which em-

ploys packet switching is likely to be the prototype for most future distributed computer
communication networks.

4.2.1 Message Handling

The message handling tasks at each node in the network are performed by Interface Message
Processor (IMP) located at each computer center. The centers are interconnected through
the IMP’s by fully duplex communication lines. When a message is ready for transmission,

it is broken up into a set of packets, each with appropriate header information. Each packet
independently makes its way through the network to its destination. When a packet is
transmitted between any pair of nodes, the transmission IMP must receive a positive acknowl-
edgement from the receiving IMP within a given interval of time. If this acknowledgement

is not received, the packet will be retransmitted, either over the same or a different channel
depending on the network routing doctrine being employed.

4.2.2 Design Goals

A design goal of the system is to achieve a response time of less than 0.5 seconds for short
messages. The final network must also be reliable, and it must be able to accommodate
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variations in traffic flow without significant degradation in performance.

achieve a reasonable level of reliability,
nodes or links must fail before it beco
goal ensures adequate reliability but f

made [55]. Thus, the 1000 node de
ity considerations.

4.23 Routing Procedure

For the network designs containing 200 or fewer nodes,
cedure described in [13] was employed.
Cut Saturation Technique described in [4]

in an attempt to compensate for the lack o

topology.

4.2.4 Cost Structure

Cost structures for lines and IMP’s are shown in Tables 4.1 and 4.2. Note that the line

the Minimum Node Routing pro-
However, for the 1000 node network design, the
was used. This improved procedure was used
f optimization of the 1000 node network

Costs are those available to the U.S. Government under the Telpak tariff.

Table 4.1: (all lines FDX)

Capacity Data Set Line Cost Per
{Kbps) Cost/Month Mile/Month
9.6 $ 493 $ 042
19.2 $ 850 $ 250
50.0 $ 850 $ 5.00
230.4 $1300 $30.00

1544.0 $2000 $75.00

Table 4.2: Message Processor Cost

in order to
the network must be designed so that at least two

mes disconnected. For small networks, this design
or larger networks, additional provisions rnust be
sign was specially handled with respect to its reliabil-

Description Purchase Cost Cost/Year*

DDP-316 IMP

(Max throughput = 600 Kbps) $ 50,000 $15,000
DDP-516 IMP

(Max throughput = 800 Kbps) $ 70,000 $21,000
DDP-316 TIP

(Max throughput < 600 Kbps) $100,000 $30,000
HSMIMP D
(Max throughput = 6,000 Kbps) $250,000 $75,000

*Yearly cost is assumed 30% of purchase cost
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4.2.5 Node Locations

Node Locations strongly influence network efficiency. For example, at one traffic level a
20-node network may be more efficient than the same network with two additional nodes
while it may be less efficient at other traffic levels. Consequently, a systematic and hope-

fully “unbiased” procedure is required to generate realistic systems with differing numbers
of nodes.

Many location algorithms are possible. For example, nodes could be located on the basis
of any of the following requirements: industrial concentration; distribution of military
bases; distribution of universities; population.

Since both industry and universities tend to be located at population centers, distributions
produced by these factors are positively correlated. On the other hand, military bases are
often located at a distance from population centers, and hence such nodal distributions
would have a negative correlation with the others.

For the present study, nodes were located on the basis of population. Within each metro-
politan area, IMP’s were assigned, 20 miles apart, in proportion to the population of the
area. As examples, the 20 node design connected 10 metropolitan areas, the 100 node de-
sign connected 40 metropolitan areas, the 200 node design connected 62 metropolitan
areas, and the 1000 node design connected 238 metropolitan areas.

4.2.6 Traffic Assignment

A fundamental problem in all network design is the estimation of the traffic the network
must accommodate. For some problems, accurate estimates of user requirements are known.
However, complete studies are not yet available to predict the flow requirements in net-
works of the type being considered here. A number of basic questions are yet to be re-
solved. For example, it may be reasonable to assume that the flow out of a node will be
proportional to the population assigned to that node. However, will the flow between two
noces be affected by the distance between these nodes? If so, how will the cost-throughput
characteristics of the network be affected?

In order to investigate the effect of different traffic distributions on network economy, a
sequence of experiments described in {10], was conducted in which traffic patterns were
varied as a function of distance and low cost networks for these patterns generated. These
experiments indicated that networks with comparable costs could be designed for widely
varying traffic requirements. Hence, in the design experiments used to generate cost-
performance tradeoffs, equal traffic requirements between all nodes was assumed.

4.4
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4.2.7 Summary of System Parameters and Characteristics

The following is a summary of the factors utilized in the network design.

A

o P

a.  The system contains message processors located in the largest cities of the Conti-
nental United States. The number of message processors in each metropolitan
area is proportional to the population of the town.

b.  Required traffic between message processors is assumed uniform for all node
pairs. Traffic levels in the range from 3 to 20 Kbps/node are considered.

¢ Messages are assumed to have the same structure and formats as in the present
ARPANET configuration. Message delay is evaluated for single packet messages.

d.  The nominal traffic level is set at 80% of the saturation level in order to main-
tain within acceptable limits the queue size of packets awaiting transmission on
each channel.

e.  The link failure rate is assumed equal to 0.02. The node failure rate is assumed
equal to 0.02 for IMP and TIP processors, and .0004 for redundant configura-
ticns (IMP or TIP plus backup, or redundant high speed modular IMP configura-
tions).

f.

The high throughput presented by a 1000 node network requires very high chan-
nel and message processor rates. Therefore, in the design, two high speed hard-

ware options—the 1544 Kbps data channel and the HSMIMP (High Speed Modu-
lar IMP)—have been considered in addition to the options already available. Such

high rate options are presently under development and will soon be operational
offerings.

4.3 Regional Partitions and Hierarchical Network Structure

The network design is based on a regional decomposition principle. The system is divided
into regions. Nodes are then uniquely assigned to each region. These nodes are classified

as either exchange nodes or local nodes. There may be any number of regions, and the
choice of local and exchange nodes is made by the designer. The distinction between

nodes stems from restrictions on allowable connections.

a.  Within a given region any connection is possible.

b. Connections between regions are only allowed between exchange nodes.

€. Any connection between exchange nodes is possible.

4.5
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For the designs containing no more than 200 nodes, a two-level regionalization is used. For
these networks, the network connecting the exchange nodes is called the national network
while the networks connecting local nodes are called regional networks. Therefore, a flow
from a local node in region | to a local node in region ] must be routed €rst through the
regional network to an exchange node in region |, then through the national network com-
posed of exchange nodes to an exchange node in region ) and finally through another re-
gional network to the destination node in region J. Thus, in general, a hierarchical net
work is designed. If desired, structural constraints can be eliminated by declaring every
node to be an exchange node. In this case, there are N(N-1)/2 possible links where N is
the number of nodes in the network. If N is large, the computational time required for
optimization may be prohibitive, and therefore, decomposition is essential. For the sizes
of the networks being considered, the decomposition approach produces computation time
savings rangtng from & Tactor of ten to factors of mure than 40U,

The determination of the optimal topology in a 1000 node hierarchical network is a very
complex problem since it requires the solution of a large number of subproblems, all re-
lated to one another. For example, one must optimally determine:

s The number of hierarchical levels

®  The node partitions

®  The topology within each partition

®  The connections between networks in different levels of the hierarchy

Because of the complexity of design optimization, only feasible, reasonably low cost de-
signs were considered in the 1000 node study. A feasible design in fact is sufficient for
the determination of cost, throughput, delay and reliability trends with respect to network
size, and for a comparison between hierarchical and non-hierarchical structures.

The hierarchical structure (ses Figures 4.1, 4.2 and 4.3) here considered consists of three
hierarchy levels: one 10 node national network, ten 10 node regional networks, and one
hundred 10 node local networks. Each local network is considered as one “node’ of the
higher level regional net, and similarly, each regional net is one node of the national net.
Various ways of connecting lower to higher level networks can be considered. In the cost/
throughput study, we assume for simplicity that each subnetwork communicates with the
higher level network only through one “exchange” node. In the reliability study, however,
two and three exchange node configurations are also considered.

4.4 Reliability

Reliability constraints play increasingly more important roles with growth of the network
[55]. For example, in the early stages of the ARPANET growth, adequate reliability was

4.6
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Figure 4.1: A 1000 Node Network Composed of 10 Ten-Node Regional
Nets Each Containing 10 Ten-Node Local Nets o

achieved by the provision of two node disjoint paths between all pairs of nodes.
even at its present size (approximatel

adequate network reliability.

However, §
y 40 nodes) this is no longer a sufficient guarantee of :

Network reliability analysis is concerned with the de
work on the reliability of its nodes and links.
example, the fraction of time the element is o
failures and expected repair time.

pendence of the reliability of the net-
Element reliability is easily defin. 1 as, for
perable, or as by the mean time beiween
The proper measure of network reliability is not as
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Figure 4.3: Regional Network: Local Partitions; Local Network

clear and simple. Three possible imeasures are: the number of elements which must be
removed to disconnect the network, the probability that the network will be disconnected
and the expected fraction of node pairs which can communicate through the network.
Many other measures can and have been suggested.

Figure 4.4 shows the results of reliability analyses of a set of 20-100, and 200 node net-
works designed to meet throughput requirements of approximately 8 Kbps/node under the
assumptions that nodes are perfectly reliable. These networks were designed with a “two
connectivity” constraint and were optimized to provide the required throughput at least
cost. As is evident, the larger netwcrks are significantly less reliable than the smaller net-
works. Thus, extension of the same design principle to the 1000 node design would be
likely to lead to a low reliability system. Therefore, the 1000 noue network is considered
under varying conditions of backup and structure. These changes are made at the /ocal
level. The regional and national levels are always three connected.

To evaluate the reliability of the hierarchical 1000 node network, we make the assumption
that two nodes in the same subnetwork can communicate with each other only through
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FRACTION OF NODE PAIRS NOT COMMUNICATING PROBABILITY OF NETWORK BEING DISCON-
VERSUS PROBABILITY OF L/NK FAILURE NECTED VERSUS PROBABILITY OF L/NK FAILING
é 4 200 NODES 4
L + 10
3
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Figure 4.4: Network Peliability As A Function of Number of Nodes

paths entirely contained in the subnetwork. Therefore, two nodes of the same subnet-
work can be disconnected even if there is a connection path through the higher level net-
work. This assumption is very realistic because, in a hierarchical routing implementation,
the capability of sending local or regional traffic along paths external to the correspond-
ing local or regional net, can be achieved only with considerable increase in complexity
and overhead of the routing algorithm.

With the above assumption, the probability P, of the total network being disconnected 3
is given by: ‘r

1-Py = (1-P ) 190 x (1-P, )10

x (1-P, ) x (1-P )110
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where P.¢ = probability of local net disconnected
P, = probability of regional net disconnected
P, = probability of national net disconnected

Pex = probability of exchange node (or nodes) failure, which isolates the corres-
ponding subnetwork

To evaluate F . the fraction of disconnected node pairs, we make the simplifying (and
conservative) assumption that whenever a subnetwork becomes disconnected, only one
half of the nodes in the subnetwork can communicate, on the average, with the exchange
node (or nodes). With such an assumption, if we let N be the number of nodes in the
local net (in our case N = 10) and g, a;, a,, the number of noncommunicating node pairs
resulting from the disconnection of a local, regional or national network respectively, we

have:
=3 (V-5 Py + NIV - ) v,
. N b+ N2 (49 - N2) Pes
a, = 4N3 Pan

If we make the assumption that the above contributions are statistically independent of
one another, then we can sum them up and obtain the following expression for Fot:

L 2 '
Fnt = 2Pn(1-Pn) + Flﬁ i aQN2 taN+ a, l{

- P

=2P (1-P,) + Pg P, + ~;" +4pP,

where P is the node failure rate, and 2P, (1-P,

) is the fraction of disconnected node pairs
resulting from source and/or destination failures

To evaluate P,t and F_, as from expressions (1) and (
disconnection probability P

ing results were obtained u

5), we need to know the network
nc for the basic, 3-connected 10 node structure. The follow-
sing the reliability analysis programs described in {17, 12]:

Plink =02, P 4o = 02> P =710
= m. : - - -5
Piink =02, Pg 4, << 02+P_ =810

To test the effect of various topological and back-up conditions, P

e and Fnt are evaluated
for a variety of network configurations which differ in:
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1. Number of exchange nodes

2. Redundancy in the exchange nodes

3.  Connectivity of the local network
Figure 4.5 illustrates the various configurat'ons and Table 4.3 summarizes the results.
4.5 Cost-Throughput Trends

An important point which must be emphasized about the results to follow is that these
results present a conservative picture of the relationship between cost and throughput.
There are two major reasons for this.

Each point represents a feasible network obtained by either the computer network design
program or by specification of the 1000 node network topology. Thus, to generate the
specified throughput, no greater cost would be involved. However, because of the number
of points needed to generate adequate curves, it is prohibitively costly to devote a large
amount of computer time to optimize completely each design point. Thereiore, if a spe-
cific throughput were to be required, a more intensive optimization would be warranted
and a lower cost design would be probable.

In each design, only hardware and line options available now or in the near future have
been allowed. Other developments could substantially reduce costs. For example, in [18]
we demonstrated the economics created by using a 108 Kbps data set. Although this data
set was once tested by AT&T, it is not a commercial offering. However, the costs involved
in building a large computer network could justify the independent development of such a
data set.

To illustrate the tradeoffs that occur, we first examine the 1000 node network.

For the 1000 node topology, total cost and delay for a given throughput can be obtained
by analyzing 111 subnets and properly combining the results. Such an extensive analysis
is too cumbersome in our case since we are interested in using throughput as a parameter.
Therefore, to simplify the computation, only the costs of the national network shown in
Figure 4.2 and the regional and local nets shown in Figure 4.3 were thoroughly computed,
and the results interpreted as representative for all other regional and local nets. Notice
that the above approach generates imprecision in the total cost, but provides the correct
answers for both delay and throughput.

Figure 4.6 shows cost, throughput and delay of the national network for three different
capacity allocations. The lowest cost configuration uses all 230.4 Kbps channel capacities.
The intermediate configuration uses 1.544 Mbps channels for the outer loop, and 230.4
Kbps for the cross links. The highest cost configuration uses all 1.544 Mbps channels.
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O =SIMPLE NODE

@ = NODE WITH BACKUP

s = HIGH SPEED LINE

Figure 4.5: Various Local Network Configurations
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Table 4.3: Failure Probabilities for Differing Networks of Figure 4.5

oo | Exchn | ogton of | Opcommsion | At Ficton
Nodes Node Pairs

a 1 alt exchanges 011 042
b 3 alt nodes .009 .001
c 3 all exchanges .078 .028
d 3 none .095 .044
e 2 none .128 .044
f 1 none 9 a2

g 1 all exchanges .999 114
h 1 all exchanges .93 .066
i 1 all exchanges .84 .0568
i 1 alt exchanges .65 .05

The throughput, expressed in Kbps/node, refers to the local nodes; therefore, the through-
put of each of the 10 “supernodes’ in the national net is approximately 100 times higher.
The cost in Figure 4.6 reflects line and data set costs. The additional message processor
cost is now evaluated, assuming that each node has redundant processors:

a. Lower cost net:
20 x DDP-316 IMPs, cost = .3M$/Year

b. Intermediate cost net:
20 x HSMIMPs, cost = 1.5M$ /year

c.  Higher cost net:
20 x HSMIMPs, cost = 1.5M$ /year

Figure 4.7 shows the results for the regional net. The lowest cost solution uses mostly
50 Kbps channels; the highest cost solution includes several 230.4 Kbps and 1.544 Mbps
channels. The throughput refers to local nodes. Assuming that each node has redundant
processors, the message processor cost is given below:

a. Lower cost net:
18 x DDP-316 IMPs, cost = 270K$ Jyear

b. Intermediate cost net:
16 x DDP-316 IMPs, cost = 240K$ /year
2 x HSMIMPs, cost = 150K $/year
Total cost = 390K $/year
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Figure 4.6: National Network

Highest cost net:

12 x DDP-316 IMPs, cost = 180K$/year
6 x HSMIMPs, cost = 450K$ /year

Total cost = 630K$/vear

Figure 4.8 shows the results for the local net. Both 3-connected and loop configurations
were analyzed. Various capacity assignments, leading to different solutions, were con-
sidered. Average delay T in the local nets is much higher than in the national and regional
nets, because of the extensive use of 9.6 Kbps and 19.2 Kbps channels, especially in the
low cost, low throughput configurations. The delay can be reduced by reducing the traf-
fic load, as shown in Figure 4.8. The local network does not require, in general, redun-
dant processors; the message processor cost is given by:
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Figure 4.7: Regional Network (Texas)

Local network:
9 x DDP-316 IMPs, cost = 135K$/year

The results for the global nct are obtained as follows:

a.

b.

For each throughput level, the lowest cost national, regional and local solutions

that can accommodate such a throughput are selected.

The total cost D, is given by:

D, =D, + 10D, + 100 x D,
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§
where D,, = national net cost
D, = regional net cost
Dy = local net cost

c.  The total average delay T, suffered by a packet traveling from source to desti- j
nation is typically given by:

T, =T, +2T, + 2T,

where T~ = national network delay
i
T, = regional network delay 1 ¢

T = local network delay

e
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Figure 4.9 shows channel cost and delay of the 1000 node net for both 3-connected and
foop local net configurations while Figure 4.10 shows total communication cost.

The diagram in Figure 4.11 displays line and modem cost per node versus network size,

for two different values of throughput. The shadowed area represents the cost of net-

works with local connectivity ranging from 2 to 3 for the 1000 node design. The cost for ]
N=1000 seems to be slightly higher than the trend displayed for N up to 200. 1t should 3
be remembered, however, that: -

a. The cost estimate for N=1000 is not precise

b. The cost for N < 200 was minimized using link exchange procedures (18],
while the cost for N=1000 is the cost of feasible but unoptimized network

Thus, we can expect that optimized network cost for N=1000 would be lower and could
follow closely the trend established for N up to 200. The upper bound for the N=1000 1
curve represents 3-connected local topology as well as 3-connected regional and national
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Figure 4.9: Global 1000 Node Network
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Figure 4.10: Global Node Network

topologies. Since this network can have very high reliability without local backup of
nodes, we need never spend more than this bound for the 1000 node network. The region
between the 2-connected arnd 3-connected points represents costs that might be achieved
using optimization on each local network (with reliability as a constraint). Further econ-
omies would require the restructuring of the overall network hierarchy and partitioning
achemes. We have noted that this optimization problem is extremely difficult.

4.6 Implications for Future Research

The results summarized here establish the feasibility, in terms of design techniques, cost,

delay and reliability, of very large packet switched networks. Future steps in the research
will be:
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Figure 4.11: Network Size vs. Costs For Two Traffic Requirements

s Optimization of network design

s Performance evaluation

s Routing and flow control

s Use of different communication techniques at different hierarchical levels.
Some of the open areas are elaborated in the follcwing.
4.6.1 Optimal Design

The design of hierarchical network requires: selection of number of hierarchical levels and
of number of ‘““nodes” for each level; determination of node partitions (on the basis of
geographical distance, node requirements, etc.); separate minimum cost design for each par-
tition and hierarchical level; combination of the partial designs into the global design. Low
cost designs can be obtained with an iterative procedure, in which an initial configuration
is successively improved, by properly modifying node partitions, local topologies, intercon-
nections between different hierarchical levels, etc., until no more improvement is possible.
One of the bottlenecks of the procedures is the local minimum cost network design, which
must satisfy both traffic and reliability constraints. Present optimization techniques are in-
adequatz and faster, and more efficient methods must be developed.

4.6.2 Performance Evaluation

The exact evaluation of throughput, delay and reliability for a 1000 node network requires
a prohibitive computation time and memory space if performed with the present methods.

4.20
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This is not so critical for the network design since approximate expressions of throughput,
delay and reliability are probably sufficient. For the final configuration, however, a more

precise performance evaluation is desirable, and therefore, new and efficient methods of
large network analysis must be developed. -

4.6.3 Routing and Flow Controf

The traffic within each subnetwork can be routed and controlled with the present ARPANET
techniques. However, proper modifications must be introduced to direct the traffic to exter-
nal destinations. In addition, a multilevel flow control procedure could be implemented to
obtain more efficient control of the traffic load in each hierarchical level.

4.6.4 Hybrid Communication Implementations

The hierarchical structure allows within certain limits, the use of different system imple- ;
mentations at different hierarchical levels. This feature can be exploited to obtain a more
economical and efficient system. Possible configurations might include: broadcast “ALOHA
type’’ radio techniques at the local level; packet switching techniques at the regional level;

O T NN SR = WL (I T ron | VNG A S R T T RIS TR IRUTERT e e o

satellite broadcast techniques at the national level. It is of interest to investigate feasibility 4]
and economics of such hybrid implementations. } :
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Chapter 5
RANDOM ACCESS PACKET TRANSMISSION

s TR g TN

The most expensive part of a hierarchical communication system is often the lowest level
since it contains the most elements. Local distribution and collection of data is usually
characterized by very low utilization of facilities. Random access packet techniques pro-
vide promising schemes for satellite cable, and local radio communication. Hence, a basic
understanding of these mechanisms is useful to the following chapters.

The exposition is aided here by one of those happy situations where the precise derivation
is its own most intuitive explanation. We therefore present the derivation of the capacity
of a random accessed channel, as originally devised for the ALOHA radio system [1]. Ran-

dom access packet transmission is similar to time division multiple access with the follow-
ing difference:

®  Messages are broken into fixed size packets.

®  Each transmitter can initiate a message at any time without reserving slots or re-
questing channel access.

Let 7 be the duration of a packet and assume there are k active users. The overlap of two
packets from different stations is illustrated in Figure 5.1. Assume that when an overlap

occurs neither packet is received without error and both packets are therefore retransmitted.
We also assume only full packets are transmitted.

Let those packets transmitting a given message from a station for the first time be message
packets and let those packets transmitted as repetitions of a message be called repetitions.
Let A be the average rate of occurrence of message packets from a single active user and
assume this rate is identical from user to user. Then the random point process consisting

of the starting times of message packets from all the active users has an average rate of
occurrence of:

r = kx
where r is the average number of message packets per unit time from the k active users.

Then, if we were able to pack the messages into the available channel space perfectly with
absolutely no space between messages, we have:
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Figure 5.1: Random Access Packet Multiplexing
t rA =1
Accordingly, we refer to r\ as the channel utilization.

! value of the channel utilization, and thus the maximum
; cess data communication channel can support,

We will determine the maximum
value of k, which this random ac-

Define R as the average number of message packets plus retransmissions per unit time from
the k active users. Define Rt as the channel traffic since this quantity represents the aver-
age number of message packets plus retransmissions per urit time multiplied by the dura-

tion of each packet or retransmission. We now calculate Rr as a function of the channel
utilization, rr,

Assume the interarrival times of the point process defined by the start times of all the mes- 3
sage packets plus retransmissions are independent and exponential. If the retransmission
delay is large compared to 7 , and the number of retransmissions is not too large, this as- k
sumption will be reasonably close to the true distribution.
tion, the probability that there will be no events (starts of
sions) in a time interval T is exp(-RT).

Under the exponential assump-
message packets or retransmis-
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Two packets overlap if there exists at least one other start point 7 or less seconds before
or 7 or less seconds after the start of a given packet. Hence, the probability that a given

message packet or retransmission will be repeated because of interference with another mes-
sage packet is:

|1 - exp(-2R7)]
Thus, the average number of retransmissions per unit time is:

R[1 - exp(-2R7)]

Therefore,

~
"

r+ R[1 - exp(-2Rr)]
r = Rre 2R7

The plot of R versus rr is given in Figure 5.2.

50 -
40 ~-
4
cHanner 0
TRAFFIC
RT
20 <=
a0 4
0
CHANNEL UTILIZATION ¢ T
Figure 5.2: Channel Utilization vs, Channel Traffic
The channel utilization reaches a maximum value of 21_e= 0.184. For this value of rr the
channel traffic is equal to 0.5. The traffic on the channel becomes unstable at r7 = AL

2e
and the average number of retransmissions becomes unbounded. Thus, we may speak of

this value of the channel utilization as the capacity of this random access data channel.
Because of the random access feature, the channel capacity is reduced to roughly one
sixth of its value if we were able to fill the channel with a continuous stream of uninter-

rupted data. To obtain the maximum number of interactive users the system can support,
we get:
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S
rr-khr= %
Solving for the maximum number of active users, we have:
= -1
Kmax = (2ex7)

A modification of the system called a slotted system allows message origination only at

fixed intervals. It introduces some synchronization problems, but raises k... to (enr)!.

It is most important to realize that k., is the number of users who can use the communi- .
cations channel simultaneously. In contrast to the usual frequency or time multiplexing 3
methods, while a user is not active, he consumes no channel capacity so that the total num- C

ber of users of the system can be considerably greater than K ax:
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Chapter 6
UPGRADING A TERRESTRIAL NETWORK USING SATELLITE LINKS

To illustrate the complexity of the decisions involved in upgrading communications, we
now give one simplified example developed in Semiannual Report No. 2 of the introduc-
tion of a satellite into an ARPANET. The costs of the satellite facilities are roughly com-

parable to those proposed by a number of satellite companies with proposals already ap-
proved by the FCC.

The satellite facilities include: satellite channel; ground stations; Satellite Interface Mes-
sage Processor (SIMP); and line connections from SIMP to station, or from IMP to station.

The following costs are assumed:

a. Satellite Segment:

Bandwidth (Kbps) Costs ($/Mo.)
50 full duplex 2,500
230 full duplex 5,500
1,500 8,000

b. Local Loop (Station to SIMP, or Station to Central Office):

Bandwidth (Kbps) Cost ($/Mo.)
50 full duplex 1,000
s 230 full duplex 1,300

. c. SIMP. Two types of SIMP’s are assumed. The regular SIMP has bandwidth

greater than 1,500 Kbps and cost of 5,500 $/mo. This SIMP corresponds tc the

| high speed version of IMP presently under development of BBN. 1t can support
a combination of land traffic rates L and satellite traffic rate S such that:

L +3S < 1,500
A small SIMP, with a bandwidth of 600 Kbps, and cost of 1,400 $/mo., is structurally
similar to the H-316 IMP, and is presently being developed by BBN. The throughput

constraint is :

L +3S < 600

6.1
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The network without satellite links used as a basis of comparison is a recent 43 node
ARPANET configuration shown in Figure 6.1. We then consider one upgrade (see Fig-
ure 6.2) using only terrestrial links as well as two upgrades (see Figures 6.3 and 6.4) of
the network using satellite links as well. In both satellite designs, five ground stations in
San Francisco, Los Angeles, Washington, D.C., New York and Chicago are available for
satellite access. We include the possibility of capacity reductions of terrestrial links from
50 Kbps to 19.2 and 9.6 Kbps. In the first satellite design, we use point-to-point access
which divides the satellite channel bandwidth into subchannels, each corresponding to a
full duplex point-to-point connection between given ground stations. In the second satel-
lite design, we use the slotted random access packet mode described in the last Section.
Computed for each network configuration is: total cost; terrestrial costs of all terrestrial
links; satellite cost; cost of SIMP (if applicable); connection from SIMP to station or from
IMP to station, and satellite bandwidth; total throughput; traffic on satellite and satellite
channel delay. The results are in Table 6.1.

Several observations can be made from this simple example. Because of the high cost of
network to ground station connections, satellite links become attractive only for through-

put levels which are about 50% higher than the ARPANET configuration. Furthermore,
even to achieve these efficiencies, changes in networl topology and reduction of some link

Figure 6.1: Present ARPANET Configuration (October, 1973)
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Figure 6.2: Upgraded 43-Node Configuration

capacities to 19.2 Kbps and 9.6 Kbps are required. Examination of the designs also in-
dicates that the proper location of ground stations is important. For example, the loca-

tion of a ground station in Chicago allows the reduction of channel capacity on cross
country connections.

The comparison of cost-throughput trends between implementations with and without
satellite, when network throughput is increased, shows that satellite implementations can
provide higher throughput at a lower cost, especially if the terrestrial network is reopti-
mized; but the savings are by no means guaranteed by only routine introduction of satel-
lite links. Many tradeoffs are involved and careful optimization is required.

Furthermore, it is clear that many other factors disregarded in this simplified analysis
must be taken into consideration before general cost-performance trends are evident. In
particular, the evaluation of point-to-point satellite link cost assumed that the stancard
IMP software can support satellite rates up to 230 Kbps. There are indications,
that such a high rate will require modifications of the IMP hardware and softwa

therefore will raise the cost of point-to-point links to the same levels as those o
access.

however,
re, and
f random
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230 Kbps

~—— ‘EB m‘ j'
/ N,

— — — 19.2 Kbps
=0 —0 96 Kbps

Figure 6.3: 2 Point-To-Point Links

As for satellite bandwidth efficiency, it must be mentioned that, with additional software
cost, reservation technigues for multiple access can be implemented on the SIMP; and such
techniques can theoretically increase effective satellite bandwidth up to full utilization. Fur-
thermore, multiple access allocates satellite bandwidth dynamically, according to traffic
pattern changes, and if needed, allows any two stations to use the full ckannel; while
point-to-point access corresponds to a rigid bandwidth allocation between nairs of stations.
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SiMP
—_—— e — 18.2 Kbps
—0—0OC— 06 Kbps

Table 6.1: Upgrading of Packet Switched Terrestrial Network Using Satellite Links

Figure 6.4: 3 R-qular SIMP’s

] . Cost
Satellite | Satellite Total Cost
Network Configuration Delay Tratfic K$/mo. Thr;::l:put Throughput
frec) (Kbps) Terrestrial I Satellite | Totsl $hit
Present 43 node configuration (Figure 6.1) .. .. 93 93 447 .208
Upgraded 43 node configuration {Figure 6.2) . e 112.9 1129 635 178
Two point to point links (Figure 6.3) 27 330 75 16.9 91.9 654 41
3 regular SIMPS at San Francisco, Chicago
and Washington, D.C. (Figure 6.4) 5 393 79 29.3 108.3 686 .168
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Chapter 7
MULTIDROPPED LINE NETWORKS FOR LOCAL ACCESS

7.1 Introduction

The interconnection of different time-sharing computers through a sophisticated communi-
cations subnet in the ARPANET gives terminal users access to a variety of time-sharing re-
sources. Initially, ARPANET development was directed toward computer-computer com-
munications and user protocols. Originally, only terminals connected directly to a com-
puter in the network had access to the network. The successful completion of this in-
itial phase led to a desire to complement resource development with increased user access.
Many TIP’s have already been installed and are currently in use, connecting users with a
terminal, but with no local Host computer, to :he network.

The use of the ARPANET approach within the Defense Department would involve hun-
dreds of Hosts accessed by tens of thousands of low speed terminals. Effective, economi-
cal terminal access to the ARPANET, and to similar networks, will depend on continued
development of su-l: facilities as TIP's as well as on complementary developinent of tech-
niques for cost-effective utilization of these facilities.

There are several ways 1o provide terminal access into the network. In particular, mult<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>